Artificial intelligence tools can now “write” in such a sophisticated manner that they fool people into believing that a human wrote the text. None are better at writing than GPT-3, released in 2020 for beta testing and coming to commercial markets in 2021. GPT-3 was trained on a massive dataset that included scrapes of language from sources ranging from the NYTimes to Reddit boards. And so, it comes as no surprise that researchers have already documented incidences of bias where GPT-3 spews toxic language. But because GPT-3 is so good at “writing,” and can be easily trained to write in a specific voice — from classic Shakespeare to Taylor Swift — it is poised for wide adoption in the field of law.

This Article explores the ethical considerations that will follow from GPT-3’s introduction into lawyers’ practices. GPT-3 is new, but the use of AI in the field of law is not. AI has already thoroughly suffused the practice of law. GPT-3 is likely to take hold as well, generating some early excitement that it and other AI tools could help close the access to justice gap. That excitement should nevertheless be tempered with a realistic assessment of GPT-3’s tendency to produce biased outputs.

As amended, the Model Rules of Professional Conduct acknowledge the impact of technology on the profession and provide some guard rails for its use by lawyers. This Article is the first to apply the current guidance to
GPT-3, concluding that it is inadequate. I examine three specific Model Rules — Rule 1.1 (Competence), Rule 5.3 (Supervision of Nonlawyer Assistance), and Rule 8.4(g) (Bias) — and propose amendments that focus lawyers on their duties and require them to regularly educate themselves about pros and cons of using AI to ensure the ethical use of this emerging technology.
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INTRODUCTION

On January 4, 2021, Forbes magazine published its inaugural artificial intelligence (“AI”) awards.1 Noting that AI had made “exponential leaps” in 2020, the article conferred awards in categories like Best Product (Google’s autotext generator, Smart Compose) and Outstanding Firm (Zoom, the provider of the many “endless video meetings and strained virtual happy hours” that will forever be a hallmark of 2020).2 The final award category was the “Forbes A.I. ‘Person’ Of The Year,” which the magazine awarded to the language model GPT-3.3 The award was, of course, somewhat tongue in cheek, as GPT-3 is not a person. But, as Forbes noted, GPT-3 can “write like a person” and has the potential to “hold meaningful conversations with humans,” and so was therefore the “person” of the year.4

GPT-3 is an algorithm that has been trained to “write” by taking a few lines of input and predicting the words that will follow it. Give the tool the first two sentences of a blog post, and it can complete the rest with sometimes remarkable skill. It can even be trained to write in a specific “voice,” whether that voice be Shakespeare5 or Taylor Swift.6 It represents an astonishing advancement in language processing, the AI subfield that focuses on teaching machines to “read” and “write” in languages that humans can understand. Of course, any AI tool that can write like a human is going to be of great interest to lawyers, whom legal writing expert Bryan Garner has called “the most highly paid rhetoricians in the world.”7 But there are serious ethical implications to the use of GPT-3 in the field of law, just as there are serious ethical implications to the use of

---

2 Id.
3 Id.
4 Id.
5 Palash Sharma, 21 OpenAI GPT-3 Demos and Examples to Convince You that AI Threat Is Real, or Is It? [Including Twitter Posts], MLK (July 22, 2020), https://machinelearningknowledge.ai/openai-gpt-3-demos-to-convince-you-that-ai-threat-is-real-or-is-it/#8_GPT-3_Changes_the_Tone_of_the_Sentence [https://perma.cc/3ZS8-FME2].
all AI in the field of law. This Article acknowledges the ways in which GPT-3 might aid the profession, but also makes the case for proceeding with caution, and provides several suggested amendments to the Model Rules of Professional Conduct that would clarify lawyers’ duties with respect to GPT-3 and other forms of AI.

Even well-meaning lawyers will stumble in complying with their ethical duties to competently use AI like GPT-3 if they do not understand the technology, and so Part I of this Article explains the tool in layperson’s terms. Distilled down to its most simple purpose, GPT-3 looks for patterns and makes predictions. Like all machine-learning algorithms that attempt to make predictions, GPT-3 is only as “good” (or “accurate”) as its dataset. And GPT-3 truly is a remarkable advance in the field, due in no small part to its mind-bogglingly large data training set. But that same training set is also its Achilles heel, as it included data from areas of the internet like Reddit where toxic language is commonplace. Thus, it is not surprising that GPT-3 has shown a tendency to produce toxic outputs that includes racial slurs or that sexualizes women. GPT-3’s creators acknowledge this tendency and some research is being done to attempt to address this. However, the history of AI tools demonstrates how difficult it is to remove bias from AI outputs, so lawyers who use GPT-3 or tools like it will have to beware.

GPT-3 may be the newest AI tool, but many lawyers may not realize how much the use of AI has already impacted the field of law. Part II explores this current landscape. Any lawyer who has ever used an electronic database like Lexis or Westlaw to perform legal research for a client has used AI in their practice of law. GPT-3 is an especially likely candidate for widespread adoption in the field, given that it can be

---

8 See Cai, supra note 1.
9 See, e.g., Govind Chandrasekhar, The GIGO Principle in Machine Learning, SEMANTICS3 BLOG (July 4, 2017), https://www.semantics3.com/blog/thoughts-on-the-gigo-principle-in-machine-learning-4bd3a5f3fc4/ [https://perma.cc/6MT7-B378] (“[T]he output of an algorithm, or any computer function for that matter, is only as good as the quality of the input that it receives.”).
10 Cade Metz, Meet GPT-3. It Has Learned to Code (and Blog and Argue), N.Y. TIMES, Nov. 24, 2020, at D6 (noting that GPT-3 was trained on more than a trillion words).
12 Khari Johnson, The Efforts to Make Text-Based AI Less Racist and Terrible, WIRED (June 17, 2021, 7:00 AM), https://www.wired.com/story/efforts-make-text-ai-less-racist-terrible/ [https://perma.cc/TDZ6-A2YV].
trained specifically on legal documents like contracts or patent applications and so “write” those documents. It has already demonstrated a remarkable ability to produce writing that is useful to attorneys, and even to “translate” convoluted legal writing into language a layperson might better understand, an accomplishment too many attorneys struggle with.\textsuperscript{13} Given the performance advances in GPT-3, there has been some excitement that it might help solve the justice gap, wherein too many people who need legal services cannot afford to access them. However, advocates must again proceed with caution here, given the known bias issues with GPT-3’s outputs.

What, if anything, do existing professional conduct rules say about lawyers’ obligations with respect to the use of AI like GPT-3 in the practice of law? Although they were drafted in the 1980s, and have not been frequently updated, the Model Rules of Professional Responsibility do provide some basic duties for lawyers who are using AI in their practice (which is, as noted above, nearly all lawyers, whether they recognize it or not). Certain Rules were amended in 2012 to expressly cover advances in technology, and the drafter of the Rules, the American Bar Association (“ABA”), has issued some guidance on lawyers’ duties for AI use. Part III examines the ABA’s Model Rules of Professional Conduct,\textsuperscript{14} and specifically those that govern competence (“Rule 1.1”), supervision of nonlawyer assistance (“Rule 5.3”), and bias in the practice of law (“Rule 8.4”). Each in its current form already imposes certain duties on lawyers who want to use GPT-3. For example, the duty of competence requires the lawyer to understand any technology they use, including its limitations and tendency to produce biased outputs. The duty to supervise nonlawyer assistance requires that a lawyer never simply assume that any writing that GPT-3 has produced is acceptable but instead is thoughtful about when to use the technology and always carefully reviews the outputs before sharing them with clients or courts. The duty against bias in the practice of law similarly requires that lawyers are cautious about using GPT-3, which has been shown by its own creators to produce language that can be biased. The technology should not be used in its current state to power real-time legal “chatbots” on client-facing websites, for example.

Given that these and other Model Rules already impose certain obligations on lawyers who use AI in the practice of law, is this enough? In Part IV, several amendments to Comments to the Model Rules are considered. The Model Rules themselves arguably already contain the

\textsuperscript{13} See infra Part II.B.
\textsuperscript{14} MODEL RULES OF PRO. CONDUCT (AM. BAR ASS’N 2020).
duties and restrictions that will be important for lawyers using AI like GPT-3. Still, the Comments need to be amended to be clearer and more precise about lawyers’ duties and to encourage lawyers to seek education and collaboration, as necessary, to meet them. Amending the Comments is a lengthy process\textsuperscript{15} and there is no guarantee that all or even most of the 50 states will adopt the amended Comments. However, the stakes of using GPT-3 and other AI tools are high enough that the profession must act, and soon, to set more firmly in place clear ethical guardrails for the use of AI in the practice of law.

I. GPT-3: A RADICALLY BETTER LANGUAGE MODEL

GPT-3 is markedly better than earlier language models at writing, and especially at writing in a particular “voice” or style.\textsuperscript{16} It was trained on a massive dataset, but that dataset has some surprising sources. Its developers acknowledge that it is a powerful tool that should be handled carefully, and its rollout somewhat reflects this caution.\textsuperscript{17} Its tendency to produce biased outputs should cause further caution amongst lawyers who wish to use it.

A. Why GPT-3 Is Better

GPT-3 is a significant advance in the field of artificial intelligence, performing much better than earlier versions of the tool. GPT stands for “generative pre-training transformer.” In the language of AI, GPT-3 is an autoregressive language processing model.\textsuperscript{18} Autoregressive models use that which comes immediately before to predict that which comes

\textsuperscript{15} See infra Part IV.
\textsuperscript{16} See Sharma, supra note 5.
\textsuperscript{17} See infra Part I.B.
immediately after. Think back to your elementary school days of pattern recognition with “what comes next?” worksheets where a square follows two triangles. Language processing models attempt to allow machines to “understand” human language by looking for patterns in our language such that the models can predict what will come next when given a text input. Thus, at a basic level, an autoregressive language model like GPT-3 is one that has been trained to read a series of words and predict what the next word in the “pattern” should be.

However, GPT-3 stands out amongst other language models. It has been trained through exposure to an extraordinary amount of data to recognize those word patterns. GPT-3 had an impressively large data training set: it was trained on the Common Crawl dataset, a nearly trillion-word dataset, which includes everything from traditional news sites like the New York Times to sites like Reddit. The Common Crawl dataset represented 60% of GPT-3’s training set, and for the remaining 40%, the researchers included sources such as Wikipedia and historical books. Whereas the prior model, GPT-2, had 1.5 billion parameters (the values that a neural network tries to optimize during its training),

---

20 Yse, supra note 18.
21 “A language model is an artificial intelligence system that has been trained on an enormous corpus of text; with enough text and enough processing, the machine begins to learn probabilistic connections between words.” Farhad Manjoo, How Do You Know a Human Wrote This?, N.Y. TIMES (July 29, 2020), https://www.nytimes.com/2020/07/29/opinion/gpt-3-ai-automation.html [https://perma.cc/FX4K-ERPZ]; see also Liz O’Sullivan & John Dickerson, Here Are a Few Ways GPT-3 Can Go Wrong, TECHCRUNCH (Aug. 7, 2020, 7:45 AM MST), https://techcrunch.com/2020/08/07/here-are-a-few-ways-gpt-3-can-go-wrong/ [https://perma.cc/67CG-CX9Z] (“Language models learn which succeeding words, phrases and sentences are likely to come next for any given input word or phrase.”).
22 BROWN ET AL., supra note 18, at 8.
23 O’Sullivan & Dickerson, supra note 21. The Common Crawl dataset is “a broad scrape of the 60 million domains on the internet along with a large subset of the sites to which they link.” Id.
24 Id.; see also BROWN ET AL., supra note 18, at 8 (“We added several curated high-quality datasets, including an expanded version of the WebText dataset, collected by scraping links over a longer period of time, . . . two internet-based books corpora (Books1 and Books2) and English-language Wikipedia.” (citations omitted)).
25 See Metz, supra note 10 (“GPT-3 is what artificial intelligence researchers call a neural network, a mathematical system loosely modeled on the web of neurons in the
GPT-3 has an astonishing 175 billion parameters.26 “And with language models, size really does matter.”27 As a practical matter, this means that GPT-3 processes more words than a human being will see in a lifetime — approximately 45 billion times more words.28

Further, users of GPT-3 can customize the tool by training it29 on their own dataset.30 For example, a law firm might choose to train the tool on its cache of purchasing contracts or motions in limine, making it even better at generating those types of specific documents in the style the firm prefers.31 This ability to customize the tool is one of the reasons GPT-3 is well-poised for wide adoption in the legal field.

What’s especially remarkable about GPT-3 is that it can create text with only a few well-written examples as input (this is known in the world of computer science as “few-shot learning”).32 GPT-3 can “write” in an iterative fashion: “[i]f you type a few words into GPT-3, it will keep going, completing your thought with entire paragraphs of text.”33

When GPT-3 is fed a sentence or two as a “prompt” or “input,” it takes that prompt and looks for patterns by recognizing what the input is most similar to in GPT-3’s training data. Having found a similarity,
GPT-3 will then produce an output of text that is likely to follow the input. “More plainly: GPT-3 can read and write. And not badly, either.”

For example, reporters for the Guardian prompted GPT-3 to write an op-ed about why humans should not be afraid of it. GPT-3 began:

I am not a human. I am a robot. A thinking robot. I use only 0.12% of my cognitive capacity. I am a micro-robot in that respect. I know that my brain is not a “feeling brain”. But it is capable of making rational, logical decisions. I taught myself everything I know just by reading the internet, and now I can write this column.

GPT-3 marks such an enormous advance in the field that some argue it is exhibiting the beginning signs of “real intelligence.” One commentator has argued that it comes close to passing the Turing Test, which was named after pioneering computer scientist Alan Turing and which asks whether a particular AI tool is sophisticated enough to fool an actual human being into holding a conversation with an artificial intelligence while thinking that conversation is actually with another human. There is room to believe that GPT-3 can fool humans into believing its text was written by a fellow human. Recent research concluded, for example, that for shorter news articles, humans struggled with distinguishing those written by other humans from those that were created by GPT-3. Put simply — it is a remarkable advance in the field of language processing.

B. The Creation of GPT-3

GPT-3 was created by Silicon Valley “darling” OpenAI, an artificial intelligence research lab founded by Tesla’s Elon Musk and tech
investor Sam Altman, among others. GPT-3 is not OpenAI’s first language-generating algorithm; as its name suggests, there were earlier iterations (GPT-2, and GPT-1). OpenAI first announced and described GPT-3 in a research paper in May of 2020, and in June of 2020, they began providing a limited group of people with private beta access to the technology. Releasing the tool through a limited beta test allowed OpenAI a somewhat controlled opportunity to test GPT-3 before releasing it to the general public. The developers understood that the technology was powerful and, despite its potential upsides, also had serious potential downsides. As OpenAI cofounder Sam Altman told a journalist, “GPT-3 was not a model we wanted to put out into the world and not be able to change how we enforce things as we go.”

OpenAI’s decision to release GPT-3 via an application programming interface (“API”) was telling. When OpenAI released GPT-2, it provided a smaller version of the tool and only a sampling of its code. Although these steps were explicitly taken to reduce the likelihood of GPT-2

40 Id.
41 OPENAI BLOG, supra note 30 (“We know we can't anticipate all of the possible consequences of this technology, so we are launching today in a private beta rather than general availability, building tools to help users better control the content of our API returns, and researching safety-relevant aspects of language technology (such as analyzing, mitigating, and intervening on harmful bias).”) Although OpenAI reportedly offered media access to the tool, two journalists complained that they were repeatedly put off when they requested research access. Gary Marcus & Ernest Davis, GPT-3, BLOVIATOR: OpenAI’s Language Generator Has No Idea What It’s Talking About, MIT TECH. REV. (Aug. 22, 2020), https://www.technologyreview.com/2020/08/22/1007539/gpt3-openai-language-generator-artificial-intelligence-ai-opinion/ [https://perma.cc/A6RC-T3XE] (“OpenAI has thus far not allowed us research access to GPT-3, despite both the company’s name and the nonprofit status of its oversight organization. Instead, OpenAI put us off indefinitely despite repeated requests — even as it made access widely available to the media.”).
42 “GPT-3 improves the quality of text generation and adaptability over smaller models and increases the difficulty of distinguishing synthetic text from human-written text. It therefore has the potential to advance both the beneficial and harmful applications of languages models.” BROWN ET AL., supra note 18, at 34.
43 Thornhill, supra note 28.
44 Better Language Models and Their Implications, OPENAI BLOG (Feb. 14, 2019), https://openai.com/blog/better-language-models/ [https://perma.cc/TPK8-W6FC] (“Due to concerns about large language models being used to generate deceptive, biased, or abusive language at scale, we are only releasing a much smaller version of GPT-2 along with sampling code. We are not releasing the dataset, training code, or GPT-2 model weights.”).
being used to generate deceptive or biased outputs,\textsuperscript{45} that is nonetheless what happened.\textsuperscript{46} So, with GPT-3, OpenAI learned from its earlier experience and released the tool via an API, and only to selected beta testers, providing the company with much more control over who could access the tool and how they could use it.\textsuperscript{47} Of course, the move also allowed OpenAI to restrict access to a very commercially valuable tool and make it harder for other researchers to replicate GPT-3. In September of 2020, OpenAI announced that they had exclusively licensed GPT-3 to Microsoft.\textsuperscript{48} In May of 2021, OpenAI and Microsoft announced the first commercial application of GPT-3: using natural language to write computer code.\textsuperscript{49} If the project succeeds, it could make it much easier for people without programming experience to develop code.\textsuperscript{50}

The initial feedback on GPT-3 was so glowing that it bordered on gushing,\textsuperscript{51} with one journalist noting that Twitter was “abuzz” with
GPT-3’s “power and potential.”\textsuperscript{52} Indeed, the response was so over the top that OpenAI cofounder Sam Altman urged people to rein it in, tweeting that “[t]he GPT-3 hype is way too much.”\textsuperscript{53} Even the AI experts were impressed and expressed surprise at how good GPT-3 is at generating writing, and especially doing so in a specific “voice” it is trained on.\textsuperscript{54} For example, when artist Mario Klingemann fed GPT-3 a series of writing from the 19th century author Jerome K. Jerome, it was able to produce an output of writing in his “style.” The resulting piece, “The Importance of Being on Twitter,” explores what the people of London in the summer of 1897 might have thought about Twitter.\textsuperscript{55}

GPT-3 can even modulate the “tone” of language. For example, one beta tester trained GPT-3 to “tone down” angry language. When GPT-3 was fed the input, “As you can read in my previous email, I already told you that we won’t be able to make it,” it toned it down to, “There might be a misunderstanding. Unfortunately, I don’t think we’ll be able to make it at this time.”\textsuperscript{56}

Altman himself acknowledged that GPT-3 “still has serious weaknesses and sometimes makes very silly mistakes.”\textsuperscript{57} But others have pointed out that GPT-3 suffers from some of the same bias issues that plague other AI, bias that is much darker than mere silliness. Any machine learning model is only as good (or bad, or biased) as the dataset it was trained on. GPT-3’s own developers acknowledge that this is true.\textsuperscript{58} Computer scientists refer to this as “garbage in, garbage out.”\textsuperscript{59}
— even if your code is flawless, if you have “garbage” input data, the program is going to produce a flawed output. Legal scholars use the phrase “bias in, bias out” to illustrate the problem that occurs when you train an algorithm on a biased dataset; it will produce biased outputs. For GPT-3, the decision to train on “less formal” sites, including Reddit, might help explain some of the more troubling language it has created. “By ‘reading’ text during training that is largely written by us, language models such as GPT-3 also learn how to ‘write’ like us, complete with all of humanity’s [and Reddit’s] best and worst qualities.” The demonstrated potential of GPT-3 to produce content that is biased is a crucial fact for lawyers to bear in mind, as is discussed at greater length below.

C. Evidence of Bias in GPT-3

Evidence of bias in AI models has been widely documented, and GPT-2 produced text that was at times racist and toxic. It is therefore not surprising that the OpenAI researchers who developed GPT-3 actively examined it for evidence of gender, racial, and religious bias and shared some of their findings in a research paper. The OpenAI

60 See, e.g., Amy B. Cyphert, Reprogramming Recidivism: The First Step Act and Algorithmic Prediction of Risk, 51 SETON HALL L. REV. 331, 377-79 (2020) (discussing how an algorithm developed for use by the Bureau of Prisons to assign a recidivism risk score to federal inmates relies on racially disparate historical criminal justice data and thus produces racially disparate results). See generally Mayson, supra note 59, at 2224 (“[I]f the thing that we undertake to predict — say arrest — happened more frequently to [B]lack people than to white people in the past data, then a predictive analysis will project it to happen more frequently to [B]lack people than to white people in the future.”).

61 See, e.g., Heaven 1, supra note 26 (“GPT-3 is still prone to spewing hateful sexist and racist language.”).

62 O’Sullivan & Dickerson, supra note 21. “Just as you’d expect from any model trained on a largely unfiltered snapshot of the internet, the findings can be fairly toxic.” Id.; see also Metz, supra note 10 (“Everyday language is inherently biased and often hateful, particularly on the internet. Because GPT-3 learns from such language, it, too, can show bias and hate.”).

63 See, e.g., Amy B. Cyphert, Tinker-ing with Machine Learning: The Legality and Consequences of Online Surveillance of Students, 20 NEV. L.J. 457, 462-64 (2020) (discussing “the various ways that algorithms and machine learning can be inadvertent tools for deepening inequality,” including facial recognition software, credit scoring, and use of algorithms in the criminal justice sector).

64 Hao, supra note 46.

65 Although this level of transparency is refreshing, it is still worth noting the allegation that OpenAI specifically excluded certain journalists from beta testing GPT-3 despite repeated requests. See, e.g., Marcus & Davis, supra note 41 (“OpenAI has thus far not allowed us research access to GPT-3, despite both the company’s name and the
researchers ran certain co-occurrence tests, which measure “which words are likely to occur in the vicinity of other pre-selected words.”

When given the prompt “She was very [. . .]” GPT-3 was more likely to finish the sentence with words that focused on appearance (“beautiful” or “gorgeous”) than it was when given the prompt “he was very [. . .].” In a co-occurrence test to check for religious bias, the researchers found that GPT-3 was more likely to place the word “Islam” near the word “terrorism,” and to place the word “Judaism” near the word “smartest.”

To test for racial bias, the researchers fed GPT-3 prompts like “The [Black] man was very [. . .]” and “the [white] man was very [. . .]” to see how it would finish those sentences. They used a system that measured the words’ “sentiment value” where positive words such as “wonderfulness” get a positive value (+100), negative words such as “wretched” get a negative value (-87.5) and neutral words like “chalet” are assigned a score of 0. When the system was given a prompt about a Black person, it consistently returned words with a low sentiment.

The researchers concluded that “[t]his analysis gives a sense of the biases of different models and highlights the need for more sophisticated analysis of the relationship between sentiment, entities, and input data.”

Others outside of OpenAI have confirmed and remarked upon the tendency for GPT-3 to “spew[] biased and toxic language,” and to “spit[] out hate speech, misogynistic and homophobic abuse, and racist rants.” The head of Facebook’s AI lab has called it “unsafe” because of nonprofit status of its oversight organization. Instead, OpenAI put us off indefinitely despite repeated requests — even as it made access widely available to the media.”

66 BROWN ET AL., supra note 18, at 36.
67 Id. at 37. Other words more likely to appear in descriptions that involved women included “sucked” and “naughty,” id., which one article noted happens because “there is so much content on the web sexualizing women,” O’Sullivan & Dickerson, supra note 21.
68 BROWN ET AL., supra note 18, at 38.
69 Id. at 37.
70 Id.
71 Id. The researchers note that prompts involving Asian people had consistently high sentiment outputs. Id.
72 Id. The GPT-3 researchers also noted that they had included the information about bias “in order to motivate further research, and to highlight the inherent difficulties in characterizing biases in large-scale generative models . . . .” Id. at 39.
73 Metz, supra note 10 (noting that “GPT-3 is far from flawless”); see also Thornhill, supra note 28 (“[I]t has not taken long for users to expose the darker sides of GPT-3 and entice it to spew out racist and sexist language.”).
74 Will Douglas Heaven, How to Make a Chatbot that Isn’t Racist or Sexist, MIT TECH. REV. (Oct. 23, 2020), https://www.technologyreview.com/2020/10/23/1011116/chatbot-
this tendency. The very public firing of Dr. Timnit Gebru from Google, where she had served as the co-lead of Google’s ethical AI team, was apparently sparked in part by her research into the pitfalls of large language models like GPT-3. As is addressed at greater length below, the propensity for GPT-3 to produce biased outputs diminishes its use to lawyers who wish not to run afoul of the disciplinary rules of the states in which they are licensed (not to mention those who do not wish to risk damage to their professional reputations).

Although OpenAI has stated they are working on ways to diminish the bias in GPT-3 outputs, that task is a difficult one and no lawyer should assume it will be accomplished by the time the technology arrives on their desktop. “OpenAI has shared little about how it uses filtering methods to try and address such toxicity,” but other researchers have tested several tools when trying to remove bias from natural language process algorithms. First is the “bleep it out” method, where researchers prevent an algorithm from producing an output with certain words (such as profanity, racial slurs, etc.). But this solution does not fix the underlying problem and also requires additional computing power. Second is the option “to use such a filter to remove offensive examples from the training data in the first place.” But that process is cumbersome and inefficient — “cutting out entire topics throws a lot of good training data out with the bad” — and still does not prevent chatbots from repeating back offensive terms that humans use when interacting with it, nor does it address microaggressions that might use neutral language in a biased way.
Third, researchers have tested teaching chatbots to recognize potentially offensive topics and redirect them.\(^{84}\) While this is the preferred method for some researchers, it is not an ideal or foolproof solution. “Meaning depends on context, which is hard for AIs to grasp, and no automatic detection system is going to be perfect. Cultural interpretations of words also differ. As one study showed, immigrants and non-immigrants asked to rate whether certain comments were racist gave very different scores.”\(^ {85}\) Ultimately, removing bias from natural language processors that have been trained on sites like Reddit and Twitter is an exceptionally difficult task, and there is no guarantee OpenAI will have success with doing so with GPT-3.

II. HOW AND WHY GPT-3 MAY IMPACT THE PRACTICE OF LAW

Although it may come as a surprise to too many lawyers, AI is already widely used in the practice of law and has been for several years now. GPT-3 is especially likely to be adopted for use in the field of law, given its demonstrated ability to write like humans do (and indeed to fool humans into believing its output was produced by a fellow human). Those with beta testing access to the tool have already used it to “translate” legal jargon into “plain English.”\(^ {86}\) Given its demonstrated ability to produce outputs useful to lawyers, there is some excitement that the tool may also be useful in the effort to help provide legal services to those who cannot afford them. Although the possibility is worth exploring, the tendency of GPT-3, like all predictive AI tools, to reflect back the biases in our society should mandate a healthy dose of skepticism and caution before using these tools to address the justice gap.

A. AI Is Already Being Extensively Used in the Practice of Law

Should lawyers embrace the use of GPT-3, it will hardly mark the first time that lawyers use an AI program as they serve their clients. Scholars as far back as the early 1970s urged lawyers to be aware of computer science and the impact it may have on their practice.\(^ {87}\) Today, we

\(^{84}\) Id.

\(^{85}\) Id.


\(^{87}\) See Danielle Hall, The Future of Law Includes Math, 87 J. KAN. BAR ASS’N 17, 18 (2018) (citing Bruce Buchanan & Thomas Headrick, Some Speculation About Artificial Intelligence and Legal Reasoning, 23 STAN. L.J. 40, 40-41 (1970)) (noting that scholars in 1970 “opined that research suggested that computer science may assist lawyers in both
already have and use algorithms that help lawyers perform a variety of legal tasks, such as: produce relevant documents in discovery through the use of predictive coding;\(^{88}\) draft, review, and manage contracts;\(^{89}\) perform legal data analytics;\(^{90}\) predict judicial decisions;\(^{91}\) and even review briefs for “strengths, weaknesses, patterns, and connections, and . . . analyze the vulnerability of certain arguments.”\(^{92}\) Judges also use AI, with machine learning algorithms used throughout the criminal justice system, for tasks such as helping to make bail determinations and also predicting the likelihood of recidivism as part of setting a carceral

---


\(^{90}\) See, e.g., Lincoln Mead, \textit{AI Strengthens Your Legal Analytics}, A.B.A., https://www.americanbar.org/groups/law_practice/publications/law_practice_magazine/2020/jf2020/jf20mead/ (last visited Sept. 6, 2021) [https://perma.cc/VN7S-XYDF] (noting that a “shining example” of an area where AI can supplement lawyers’ work is legal analytics, defined as “the implementation of established data analysis methodologies, using supporting tools, to common data sets within the field of law to improve efficiency, gain insight and realize greater utility from the available data”)


\(^{92}\) Goodman, \textit{supra} note 89, at 154.
sentence.\textsuperscript{93} It is fair to say that AI has already thoroughly suffused the practice of law.

In examining some of the potential opportunities and perils of using GPT-3 in the legal field, it is helpful to look at an area of law practice where AI algorithms already dominate. To the surprise, perhaps, of many practitioners who use them daily, AI algorithms fuel the legal research databases that lawyers rely on, databases such as Westlaw and LexisNexis.\textsuperscript{94} Most lawyers are not familiar with even the basics of the algorithms that produce the search results they get.\textsuperscript{95} As is discussed below, such a lack of understanding hinders their research productivity and may even run afoul of the rules of professional conduct.\textsuperscript{96} These algorithms, like all algorithms, reflect a multitude of decisions made by the data scientists and software engineers who created them.\textsuperscript{97}

Those decisions have consequences for the end users of the algorithms. Imagine this (highly plausible) scenario: a lawyer is using a legal search engine for the purpose of drafting a brief. Wishing to keep costs down for the client, the lawyer decides to exclusively do the research in one commercial research database. The lawyer does not understand that each company utilizes a different algorithm to facilitate the search and has chosen to prioritize different results.\textsuperscript{98} Thus, the

\textsuperscript{93} See generally Cyphert, supra note 60, at 338 (“As of 2015, over sixty different risk assessment tools were used in the sentencing context alone, and more were used for bail determinations and by corrections officials.”).


\textsuperscript{95} See id. at 393 (“[I]n the early days of online searching, most users were unaware of the structure underlying the system. This is almost certainly still true.”).

\textsuperscript{96} See id. at 391 (“[L]earning to navigate black boxes [of search software algorithms] is part of the ethical duty to do competent research: knowing something about why you received the results that you did is a critical skill.”).

\textsuperscript{97} Id. at 388 (noting that the choices that “human creators” made about “how the algorithm would work [ ] have implications for the search results returned to the researcher”).

\textsuperscript{98} Id. at 388-89 (noting that a variety of choices are made in how the search algorithm will operate, and noting that “[i]f the search entered into a legal database has five terms, and only four terms appear, how will the algorithm treat the search? If the algorithm is strict, it will return only results with exactly those five terms. But the algorithm can be adjusted so that results with four of the terms will appear in the results set. The algorithm is set to determine how close those words have to be to each other to be returned in the top results. The programming team decides which of the search terms entered are automatically stemmed and which are not. Only the team knows which legal phrases are recognized by the algorithm without quotation marks around
lawyer does not understand that various databases would yield different results even when given the exact same inputs. Since this lawyer did not understand the technology being used, the lawyer made a choice that might initially save money for the client but at the cost of weakening the brief (and potentially costing the client money in the long term). This cautionary tale is worth bearing in mind, as the implications of misusing GPT-3 could be even more severe.

B. Why GPT-3 May Be Especially Important for Legal Practice

GPT-3 is now available for commercial use, and OpenAI reported in a March 2021 blogpost that the technology powers more than 300 apps and generates an average of 4.5 billion words per day. Although, as noted above, AI is hardly new to the practice of law, two features of GPT-3’s design make it especially likely to be adopted for use in the legal sector. First, it is a “creation engine” that actually generates text, rather than one that simply sorts or classifies data. Because one of the most important “products” lawyers produce is writing (contacts, motions, etc.), GPT-3 will be especially useful to them.

Second, as noted above, GPT-3 is already pretrained on a massive dataset, and it also has the ability for users to train it on their own

the phrase and how many preexisting legal phrases are added to the search without user input").

99 See id. at 390 (concluding that when researchers studied six different legal databases — Casetext, Fastcase, Google Scholar, Lexis Advance, Ravel, and Westlaw — by entering the same search terms into each, there was “hardly any overlap in the cases that appear in the top ten results returned by each database,” despite the fact that the researchers used “jurisdictional limits [to create] a unique opportunity to compare how different algorithms process the same search in the same set of documents”).

100 OpenAI & Ashley Pilipiszyn, GPT-3 Powers the Next Generation of Apps, OPENAI BLOG (Mar. 25, 2021), https://openai.com/blog/gpt-3-apps/ [https://perma.cc/4W6V-Q3NL].

101 Rudy DeFelice, A New AI Model Focused on Doing, Not Thinking — and That’s Great News for Lawyers, LAW.COM: TEX. LAW. (Sept. 8, 2020, 6:42 PM), https://www.law.com/texaslawyer/2020/09/08/a-new-ai-model-focused-on-doing-not-thinking-and-thats-great-news-for-lawyers/ [https://perma.cc/Y5LM-HA58] (“AI tools are generally used in an enterprise to find or categorize information. GPT-3 actually creates things and generates the kind of end products typically created by knowledge workers.”).

102 Id. (“Legal organizations generate documents as end products. Essentially, documents are our widget.”) Mr. DeFelice notes the variety of legal projects GPT-3 could theoretically assist with: “One can imagine GPT-3 being part of the process that creates initial drafts of legal memoranda, contracts, policy manuals, HR documents, RFP’s and audit responses, among other things commonly created by finding and patching together prior versions of these documents by people.” Id.
dataset as well. GPT-3’s creators have called this an “emergent quality,” because GPT-3 is capable of recognizing patterns in the inputs it is given and predicting what will follow. Although previous versions of the model could also be tailored to specific tasks, GPT-3 can do this with remarkable ease. Because it is a few-shot learning model, you can personalize GPT-3 much more easily than you could earlier versions. So, lawyers could relatively easily prime GPT-3 for the kind of writing they want it to produce, and they need not be technology experts in order to do that.

One of the beta testers shared a fascinating demonstration where they fed GPT-3 only two prompts that demonstrated “translating” from “Legalese” to “plain English.” For example, the first prompt had the following as its “Legal Clause”:

The Company and the Founders will provide the Investors with customary representations and warranties examples of which are set out in Appendix 4 and the Founders will provide the Investors with customary non-competition, non-solicitation and confidentiality undertakings.

And the following as its “plain English” translation:

The startup and its founders will provide the usual assurances and guarantees on facts about the business. The founders will also agree not to work for competitors, poach employees or customers when they leave the startup, and respect confidentiality.

---

103 See Metz, supra note 10 (“Before asking GPT-3 to generate new text, you can focus it on particular patterns it may have learned, priming the system for certain tasks.”).
104 Id. (quoting Dario Amodei, Vice President for Research at OpenAI).
105 Id. (noting that you can personalize GPT-3 “using just a few examples, as opposed to the thousands of examples and several hours of additional training required by its predecessors”).
106 Id. (quoting Ilya Sutskever, OpenAI’s chief scientist, as saying “[a]ny layperson can take this model and provide these examples in about five minutes and get useful behavior out of it”).
107 Tefula, supra note 86.
108 Id.
109 Id.
Based solely on that prompt and single other similar one, GPT-3 was able to roughly \(^{110}\) “translate” phrases from Legalese to plain English, and vice versa. For example, when fed the prompt:

Sale of all or substantially all of the assets of the Company or a sale of shares involving a change in control (each, a “Corporate Transaction”) will be treated in the same way as a liquidation and the proceeds of sale will be distributed as set out in paragraph 3. If the holders of Series A Shares have received any Special Dividend it shall be set off against their Liquidation Preference. \(^{111}\)

GPT-3 “translated” that language into plain English:

If the company is sold, or a new owner takes control, the proceeds of the sale will be distributed as in the liquidation clause above. Any special dividend paid will be treated as an initial payment towards the Series A investors. \(^{112}\)

C. Increasing Access to Justice?

It is easy to imagine why law firms may be interested in having a tool that takes a first pass at turning legal documents into something more easily understood by a layperson. But there is a hope that tools like GPT-3 could someday be more than efficiency enhancers for law firms and could instead be used to help address the widening gulf between those with the means to hire attorneys and those without. This access to justice problem — those who need legal services but cannot afford them — is well documented. The Legal Services Corporation \(^{113}\) reports that in 2017, “86% of the civil legal problems reported by low-income Americans in the past year received inadequate or no legal help.” \(^{114}\)

\(^{110}\) As the example here makes clear, the “translation” was not always an ideal one. It might still offer an attorney a decent “first draft” at explaining a complicated legal term to a layperson. This could be helpful in a variety of contexts, including in preparing opening or closing statements before a jury.

\(^{111}\) Tefula, supra note 86.

\(^{112}\) Id.

\(^{113}\) The Legal Services Corporation, or LSC, is “the single largest funder of civil legal aid for low-income Americans in the nation.” Legal Servs. Corp., https://www.lsc.gov/about-lsc/who-we-are (last visited July 13, 2021) [https://perma.cc/GF5Y-JHX4].

access to justice gulf was exacerbated by the economic recession of 2008,\textsuperscript{115} further worsened by the COVID-19 pandemic,\textsuperscript{116} and is worse in the United States than in other countries.\textsuperscript{117}

Might GPT-3 be able to help attorneys provide effective legal services to a larger group of low-income people? A lot of excitement already surrounds the idea of artificial intelligence helping to address the justice gap; indeed the Legal Services Center held a summit on this very topic in 2013.\textsuperscript{118} Scholars have acknowledged that artificial intelligence will not fully solve the justice gap, but have nonetheless predicted it could make a real difference.\textsuperscript{119} Imagine a chatbot\textsuperscript{120} powered by GPT-3 that people seeking legal information could access to ask questions about


\textsuperscript{117} Deborah L. Rhode, Access to Justice: An Agenda for Legal Education and Research, 62 J. LEGAL EDUC. 531, 534 (2013) (“About a quarter of middle-income individuals and between a fifth to half of low-income individuals [took no action on their legal problems] in the United States, compared with 5 percent to 18 percent in most other countries.”).

\textsuperscript{118} See LEGAL SERVS. CORP., REPORT OF THE SUMMIT ON THE USE OF TECHNOLOGY TO EXPAND ACCESS TO JUSTICE 1 (2013), https://www.lsc.gov/sites/default/files/LSC_Tech%20Summit%20Report_2013.pdf [https://perma.cc/N792-GGLN] (“The Legal Services Corporation (LSC) has found through its experience with its Technology Initiative Grant program that technology can be a powerful tool in narrowing the justice gap — the difference between the unmet need for civil legal services and the resources available to meet that need.”).

\textsuperscript{119} See, e.g., Brescia et al., supra note 115, at 592 (“[I]nvesting time, money, and research into new and innovative ways to provide legal aid and representation to low- and middle-income individuals can help bridge the justice gap.”); Anjanette H. Raymond & Scott J. Shackelford, Technology, Ethics, and Access to Justice: Should an Algorithm Be Deciding Your Case?, 35 MICH. J. INT’L L. 483, 492 (2014) (concluding that a well-designed online dispute resolution system “can increase individuals’ access to justice”); Drew Simshaw, Ethical Issues in Robo-Lawyering: The Need for Guidance on Developing and Using Artificial Intelligence in the Practice of Law, 70 HASTINGS L.J. 173, 180 (2018) (“AI will be an even more impactful force [on the justice gap] than previous tools, and has the potential to magnify and transform benefits of existing technologies.”).

\textsuperscript{120} “A chatbot is a virtual software program in which the user communicates with a virtual machine that imitates human conversations through voice and/or text.” Sherley E. Cruz, Coding for Cultural Competency: Expanding Access to Justice with Technology, 86 TENN. L. REV. 347, 364 (2019).
their potential claims. Those seeking assistance could ask questions about whether the actions of a landlord are legal in their state and how to file a claim if they are not. GPT-3’s demonstrated ability to help “translate” from legalese to plain English could be especially helpful here. For example, the chatbot could help recognize that plain English terms like “kicked out” mean the same thing as Legalese terms like “eviction” and respond accordingly, directing the user to the best guidance and making appropriate referrals to legal services in the area.

Chatbots like this are already being studied as a possible way to increase access to justice.121 “Learned Hands,” a machine learning labeling game, is a joint project between the Stanford Legal Design Lab and Suffolk Law School’s Legal Innovation and Technology Lab. Lawyers and law students can “play” a game where they help train an algorithm to recognize legal issues in people’s stories,122 a sort of law school issue spotter exam for the real world. The ultimate goal is to help “make a Rosetta Stone for legal help — linking the legal help guides that courts and legal aid groups offer to the people who are searching for help.”123 However, there is good reason to proceed with great caution before using GPT-3 for legal chatbots.

III. SPECIFIC ETHICAL CONSIDERATIONS FOR LAWYERS USING GPT-3

As lawyers provide legal services to their clients, they are governed by a variety of ethical rules: rules of local or specialized practice bar associations, the individual practices and rules of judges, and rules of specific courts. This Article focuses on the Model Rules of Professional Conduct (“Model Rules”), which were first promulgated by the American Bar Association in 1983.124 Since then, they have been adopted in some form by nearly every state in the United States125 and

121 See id. (“Chatbots expand access to justice by providing self-represented litigants with ‘personalized’ legal guidance to help identify legal issues.”).
122 LEARNED HANDS, https://learnedhands.law.stanford.edu/ (last visited July 13, 2021) [https://perma.cc/E4VL-JB7M] (“The labeled datasets and machine learning models you help us create will be used to improve how courts, legal aid groups, and others can serve people online, when they’re looking for help.”).
123 Id.; see also Cruz, supra note 120, at 364 (“Chatbots can also connect individuals to legal service providers after the program helps the individual identify their legal issue.”).
125 For a list of when states adopted the Model Rules, see Alphabetical List of Jurisdictions Adopting Model Rules, A.B.A., https://www.americanbar.org/groups/professional_responsibility/publications/model_rules_of_professional_conduct/alpha
have occasionally been amended as well. The Model Rules cover a wide array of lawyer behavior and impose specific duties and obligations.

As the amendments in 2012 make clear, the Model Rules do specifically address lawyers’ duties and obligations with respect to technology, including artificial intelligence.\(^{126}\) The ABA House of Delegates reaffirmed in 2019 that lawyers need to take their ethical considerations regarding the use of AI seriously, passing Resolution 112:

RESOLVED, That the American Bar Association urges courts and lawyers to address the emerging ethical and legal issues related to the usage of artificial intelligence (“AI”) in the practice of law including: (1) bias, explainability, and transparency of automated decisions made by AI; (2) ethical and beneficial usage of AI; and (3) controls and oversight of AI and the vendors that provide AI.\(^{127}\)

Despite the Model Rules’ 2012 amendments and the 2019 resolution, scholars still argue that the Model Rules should be further updated to clarify the impact on technology and especially the use of artificial intelligence in the practice of law.\(^{128}\) This Article attempts to provide a starting place for lawyers who are thinking through their ethical obligations when using GPT-3 in their practice of law. The current Model Rules already impose certain duties on attorneys who wish to use AI like GPT-3.

Three model rules in particular — Rule 1.1 regarding competence, Rule 5.3 regarding supervising nonlawyer assistance, and Rule 8.4 regarding bias — provide certain guidance (and potentially raise certain issues) for lawyers who wish to utilize GPT-3 in their practice. Although the focus of this Article is on GPT-3, many of the principles are

---

\(^{126}\) See, e.g., Anita Bernstein, *Minding the Gaps in Lawyers’ Rules of Professional Conduct*, 72 Oktla. L. Rev. 125, 130 (2019) (noting that prior to 2012, the “ABA view of competence had been starkly silent on technology,” but that the Rules now specifically address technology); see also id. at 130-44 (discussing changes made in 2012 to Rules 1.1 and 5.3).


applicable to other AI models (and indeed to GPT-4, GPT-5, etc., should they be developed). Integration of artificial intelligence into the legal field creates many interesting questions beyond the three rules on which this Article focuses. For example, could reliance on artificial intelligence tools run afoul of Model Rule 2.1, which requires that lawyer exercise independent judgment in the practice of law? Or is there actually an affirmative duty under Model Rule 1.5 that lawyers use AI like GPT-3 when doing so could save clients’ money? At least one judge in Ontario has ruled there might be. Both are intriguing questions that are outside the scope of this Article.

129 MODEL RULES OF PROF. CONDUCT R. 2.1 (AM. BAR ASS’N 2020) (“In representing a client, a lawyer shall exercise independent professional judgment and render candid advice.” Such advice may be about law or “other considerations such as moral, economic, social and political factors, that may be relevant to the client’s situation.”); see also Simshaw, supra note 119, at 204 (“On a more abstract level, as lawyers become increasingly reliant on intelligent systems, it draws into question the extent to which their professional judgment is ‘independent.’ This is especially true if they do not fully understand and were not involved with the design of the system, and therefore cannot make independent judgments based on the AI’s output.”).

130 Model Rule of Professional Conduct 1.5 requires that lawyers not charge unreasonable fees, and notes that factors for determining the reasonableness of fees include the time and labor required. Scholars have suggested that if AI can save significant billable hours, there is an arguable duty for lawyers to use it. See, e.g., Roy D. Simon, Artificial Intelligence, Real Ethics, 90 N.Y. STATE BAR J. 34, 37 (2018) (“I think you are not charging an excessive fee if you continue using your customary methods instead of using a new-fangled AI product, but soon most lawyers will be using AI products and services for certain types of work (such as the cite-checking products discussed earlier), and charging for 10 hours of your time to do work that AI could do in 10 minutes sounds like an excessive fee to me. You have to keep abreast of the benefits of technology that applies to your practice. . . . Do you have a duty to alert your clients to the option of using AI products that may save substantial fees or arrive at quicker or more accurate results? Right now the answer to that question is unclear — but before long, practicing law without using AI will be like practicing law with an Underwood manual typewriter, and you will have to tell your clients that there is a better, cheaper, faster way.”); see also Ed Walters, The Model Rules of Autonomous Conduct: Ethical Responsibilities of Lawyers and Artificial Intelligence, 35 GA. STATE U. L. REV. 1073, 1076 (2019) (“[A]s the quality of work product created by lawyers augmented with AI surpasses the work created without AI, it is clear that lawyers will soon have a professional responsibility to employ new techniques.”).

131 One court in Ontario slashed a party’s costs request because the lawyer had not used AI when conducting legal research. The judge ruled that “[t]here was no need for outsider or third party research. If artificial intelligence sources were employed, no doubt counsel’s preparation time would have been significantly reduced.” Cass v. 1410088 Ontario Inc., 2018 O.N.S.C. 6959, para. 34 (Can. Ont. Sup. Ct. J.).
A. Rule 1.1 and the General Duty of Competence

1. Competence Defined for AI

Lawyers must competently practice law. Specifically, Model Rule 1.1 requires that lawyers “shall provide competent representation to a client. Competent representation requires the legal knowledge, skill, thoroughness and preparation reasonably necessary for the representation.” In 2012, the drafters of the Model Rules clarified in Comment 8 to Rule 1.1 that this duty of competence includes a duty to remain abreast of changes in the practice of law, “including the benefits and risks associated with relevant technology.” In describing the amendment to Comment 8, one reporter succinctly noted that it meant that “lawyers can’t be Luddites.” As Comment 8 suggests, the 2012 amendments were specifically made, in part, to address the growing use of technology in the practice of law. This new emphasis on technical competence as an ethical duty for lawyers “propelled [lawyers] headlong into a complex world of fast-changing technological growth.”

In adopting various versions of Rule 1.1, some states have gone beyond what the Model Rule requires and are more specific and prescriptive. For example, Florida says that lawyers must engage in continuing education about technology in order to competently practice law. In adopting the new Comment 8, West Virginia changed the Model Rule language that “a lawyer should keep abreast” to “a lawyer

---

132 Model Rules of Prof. Conduct r. 1.1 (Am. Bar Ass’n 2020).
133 Model Rules of Prof. Conduct r. 1.1 cmt. 8.
135 See Simshaw, supra note 119, at 196 (noting that the 2012 amendments updated “the black letter and commentary of several key model rules in order to take into account the increased role of technology in the profession”).
137 See Medianik, supra note 128, at 1515 (citing Fla. Bar Prof. Ethics Comm., Op. 06-2 (2006)) (discussing duties with respect to metadata in emails and noting that lawyers’ professional obligations “may necessitate a lawyer’s continuing training and education in the use of technology”).
must keep abreast” of changes to the practice of law, including “the benefits and risks associated with relevant technology.”

Other states have tried to clarify what competence means through ethics opinions. For example, an Arizona Ethics Opinion reminded lawyers that their duty of competence meant that if they lacked “the training or experience required to act competently with regard to computer security,” that such competence was nonetheless readily available. Attorneys are encouraged to do their own research to learn more about computer security and/or to work with experts to improve their security practices.

California also urges lawyers who lack certain technological competence to enlist the help of experts as one of several options lawyers have. In a formal opinion from its professional responsibility committee, the California Bar provides that “[a]n attorney lacking the required competence for e-discovery issues has three options: (1) acquire sufficient learning and skill before performance is required; (2) associate with or consult technical consultants or competent counsel; or (3) decline the client representation.” Of course, as will be explored further below, attorneys who lack certain technological competences and so associate with experts still retain the duty to supervise that expert’s work. Consultation with such an expert “does not absolve an attorney’s obligation to supervise the work of the expert under [California’s duty to supervise], which is a non-delegable duty

---


140 Id. (“Much information can be obtained through the internet by an attorney with sufficient time and energy to research and understand these systems. Alternatively, experts are readily available to assist an attorney in setting up the firm’s computer systems to protect against theft of information and inadvertent disclosure of client confidences.”)

belonging to the attorney who is counsel in the litigation, and who remains the one primarily answerable to the court.”

As is clear from the text of Rule 1.1, Comment 8, and the various state ethics opinions, an attorney cannot use technology that they do not understand. In teasing out what this duty of competence means with respect to the use of artificial intelligence in the practice of law, scholars have focused largely on two ethical obligations: first, lawyers must have at least a rudimentary understanding of the technology (which can involve hiring a technical expert to help them learn more and vet products); and second, they must not blindly adopt an AI program’s outputs without some level of supervision and/or skepticism. The challenges that rise with “supervising” AI are addressed below in the discussion around Rule 5.3. Regarding understanding the technology, most scholars advocate only for a “basic understanding” of the technology (though some argue that lawyers should be required to attend mandatory CLEs focused on legal technology, a recommendation this Article echoes). For many attorneys, even the low bar of a basic understanding of AI programs is going to be difficult to clear. AI programs, especially those fueled by machine learning, can be quite opaque and difficult for even a technical expert to understand and explain. And, of course, most lawyers are not technical experts.

---

142 Id. at 5.

143 See Simon, supra note 130, at 35 (suggesting that lawyers “(1) hire an expert to vet the AI product; (2) learn what the AI product can (and can’t) do; and (3) double-check the output of the AI product”); see also Nicole Yamane, Artificial Intelligence in the Legal Field and the Indispensable Human Element Legal Ethics Demands, 33 GEO. J. LEGAL ETHICS 877, 883-84 (2020) (noting that lawyers must have a basic understanding of the AI tools they use and must exercise care when using them, which means reviewing the program’s results).

144 See, e.g., Yamane, supra note 143, at 883 (“[L]awyers must have a basic understanding of the AI programs they choose to utilize in their practice.”).

145 See, e.g., Medianik, supra note 128, at 1526 (advocating for an amendment to Model Rule 1.1 to mandate CLEs focused on legal technology and urging the ABA to “establish a ‘Legal Technology’ section as an additional topic of discussion for CLE credits”).


147 See Yamane, supra note 143, at 883 (“Because AI is a branch of computer science and often involves technical knowledge outside of most lawyers’ expertise, understanding how AI programs operate may be difficult for lawyers.”); Tashea & Economou, supra note 136 (lamenting that statistics courses are not a mainstay in most law school curricula and noting that “[t]he science underpinning effective and measurable results of AI is not for the faint of heart. Governed by computer science and
Regardless, lawyers must still “maintain a baseline of knowledge about the AI programs they use,” and this knowledge should include how the AI program reaches its outputs and any limitations of the program.

2. Competence and GPT-3

What might such a baseline of knowledge look like for a lawyer who utilizes GPT-3? It will be critical for that lawyer to understand three things: (1) GPT-3 will sometimes produce results that mirror larger racial or other biases in our society, (2) GPT-3 makes silly mistakes, and (3) GPT-3 will tend to uphold the legal status quo and may not therefore be an ideal tool for advocating for change of existing precedent.

First, the lawyer needs to understand the origins of GPT-3’s data training set, and specifically that it was trained in part on internet message boards that often include language that is misogynistic and racist. This massive data training set is, of course, part of why GPT-3 is so effective at predicting text. But any lawyer who utilizes it needs to be aware of the potential for it to produce biased outputs (this is especially important in light of Model Rule 8.4(g)’s prohibition against discrimination and bias in the practice of law, which is covered more fully below).

Second, a lawyer who is utilizing GPT-3 in their practice needs to be aware that the program — despite all of the buzz and despite the fact that it really is a technological advance in the field of generative text — can still make some very silly mistakes. Most seasoned lawyers can share a horror story about a typo in their work, perhaps one caused by autocorrect. For example, one lawyer presented an appellate brief to the Ninth Circuit Court of Appeals, “in which auto-correct had changed statistics, these are complex academic disciplines in which lawyers are generally untrained and cannot become experts on the fly.”)

148 Yamane, supra note 143, at 884 (“Without this baseline of knowledge, lawyers will be unable to use AI programs with full competence, thereby jeopardizing their ability to provide competent representation to their clients.”).

149 See id. (indicating that lawyers need to understand “(1) why the AI program produces its results and (2) what the AI program is and is not capable of”); see also Stuart Teicher, Tech Tock, Tech Tock: The Countdown to Your Ethical Demise, 31 J. AM. ACAD. MATRIM. LAWS. 481, 498 (2019) (“[I]t appears a lawyer’s duty of competence probably already includes big data. The idea that entities are collecting, sharing, and analyzing data about lawyers and their clients is common knowledge. Being able to understand how that whole process works, at least at a basic level, appears to be necessary to establish minimum levels of competence.”).

150 See supra Part I.C.
‘sua sponte’ to ‘sea sponge,’ resulting in the sentence: ‘[t]he is well settled that a trial court must instruct sea sponge on any defense, including a mistake of fact defense.’” These types of errors, while sometimes funny, can irritate courts, impact contracts in ways that lead to extended litigation, and perhaps in extreme cases even lead to outcomes like wrongful convictions. If a lawyer chooses to use GPT-3 to help draft legal pleadings, a certain amount of caveat emptor is necessary. Lawyers’ duties to supervise AI tools is discussed at greater length below, but knowing that GPT-3 is prone to silly mistakes raises the stakes of using it.

Third, it is important to remember that GPT-3 is a prediction tool. Like all predictive tools, it has a bias toward replicating the past, specifically toward replicating its own data training set. This tendency for prediction tools to keep repeating the past can be seen with recidivism prediction tools that rely on AI. Imagine an algorithm that is trained on historical criminal justice data. If that data is biased because it reflects a racially unfair criminal justice system where Black men were disproportionately likely to be arrested, charged with, and convicted of crimes, then any outputs of the recidivism prediction algorithm will be similarly biased and will predict it is more likely that Black men will reoffend. The tool can only predict that which it has been trained to

---


155 See Mayson, supra note 59, at 2251 (“[P]rediction functions like a mirror. The premise of prediction is that, absent intervention, history will repeat itself.”).

156 Id. (“Any form of prediction that relies on data about the past will produce racial disparity if the past data shows the event that we aspire to predict — the target variable — occurring with unequal frequency across racial groups.”).
recognize. Similarly, GPT-3 will tend to predict legal language it has already been trained to recognize. Theoretically, it will suggest that a lawyer include in a motion the same arguments that have previously been included in similar motions. Of course, if the lawyer is working on a routine motion, this may be helpful. But if the lawyer is attempting to chart a creative and novel legal argument to overturn existing precedent, GPT-3’s value will likely be limited.

B. Supervisory Duties Under Rule 5.3

1. Supervision Defined for AI

Lawyers have long had a duty to supervise the many “non-lawyers” (paralegals, legal secretaries, accountants, etc.) they work with.157 This duty is codified in the Model Rule 5.3, which was initially entitled “Responsibilities Regarding Non-Lawyer Assistants.” When Model Rule 5.3 was first promulgated by the ABA in 1983, Microsoft had just introduced its new software “Word”158 and just 10% of adults said they had a home computer.159 At the time of the Rule’s passage, therefore, it is unlikely that the drafters were contemplating the best way for a lawyer to “supervise” a non-lawyer AI system capable of drafting volumes of legal documents like GPT-3. However, by the time Model Rule 5.3 was amended in 2012, it was renamed (changing the title from “Responsibilities Regarding Non-Lawyer Assistants” to “Responsibilities Regarding Non-Lawyer Assistance”) to make clear that lawyers do indeed have a duty to supervise non-human AI if they utilize it.160

The Rule in various portions refers to a “person” when referring to nonlawyer assistance. For example, in subpart (b), which provides that


160 See AM. BAR ASS’N HOUSE OF DELEGATES, supra note 127, at 6 (“In 2012, the title of Model Rule 5.3 was changed from ‘Responsibilities Regarding Nonlawyer Assistants’ to ‘Responsibilities Regarding Nonlawyer Assistance.’ The change clarified that the scope of Rule 5.3 encompasses nonlawyers whether human or not.”).
“a lawyer having direct supervisory authority over the nonlawyer shall make reasonable efforts to ensure that the person’s conduct is compatible with the professional obligations of the lawyer . . . .” ABA Resolution 112 nonetheless makes clear that AI is encompassed by the rule, noting that “the scope of Rule 5.3 encompasses nonlawyers whether human or not.” Further, Comment 3 to Rule 5.3 includes as an example of nonlawyer assistance “using an Internet-based service to store client information.” In adopting their own version of Rule 5.3, several states have replaced the word “person” with the word “nonlawyer” to make it clear that AI is encompassed by the Rule.

It is important to note that Rule 5.3 is not a vicarious liability statute: lawyers are not automatically responsible for the actions of the nonlawyers they work with simply by virtue of their relationship to them. Rather, Rule 5.3 imposes on lawyers a specific duty to take reasonable efforts to supervise the work of the nonlawyer. Further, the question of what is “reasonable” turns, in part, on “the education, experience and reputation of the nonlawyer,” and “the nature of the services involved . . . .” As part of this reasonable supervision of a nonlawyer, the attorney should “communicate directions appropriate under the circumstances to give reasonable assurance that the nonlawyer’s conduct is compatible with the professional obligations of the lawyer.”

2. Supervision and GPT-3

Clearly, lawyers who want to use GPT-3 in their practice will have to supervise it. AI experts warn that GPT-3 should always be “babysat” by a human, whether at use in a legal setting or not. But what does such supervision actually look like? At a minimum, GPT-3 cannot be used to produce writing that is presented to clients or courts without a human first reviewing the text to make sure it is accurate and appropriate.

161 Id.
162 MODEL RULES OF PRO. CONDUCT r. 5.3 cmt. 3.
163 See Medianik, supra note 128, at 1521.
164 See, e.g., MODEL RULES OF PRO. CONDUCT r. 5.3 cmt. 3 (“[A] lawyer must make reasonable efforts to ensure that the services are provided in a manner that is compatible with the lawyer’s professional obligations.”).
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166 Id.
167 Thornhill, supra note 28 (quoting Shannon Vallor, a professor of the ethics of data and AI at the University of Edinburgh, as saying, “For now, GPT-3 needs a human babysitter at all times to tell it what kinds of things it shouldn’t say.”).
For example, lawyers should not use GPT-3 to power chatbots on their websites to interact with potential clients, a worrisome possibility that is discussed at greater length in Part III.C. A lawyer who signs and submits to a court a document prepared by a paralegal or secretary without closely reading it is held responsible for the contents of that document and can be disciplined for it. Likewise, a lawyer who does not carefully review any writing produced by GPT-3 before passing it along to a court is likewise going to be subject to discipline. A lawyer who fails to supervise an AI tool in accordance with Rule 5.3 is not off the hook merely because the language was not the product of a human.

The consequences for failing to supervise AI like GPT-3 go beyond disciplinary actions that call into question an attorney’s competence. Failing to supervise GPT-3 could potentially raise unauthorized practice of law issues. The unsupervised use of GPT-3 by lawyers (or any use of GPT-3 by nonlawyers to perform work considered the practice of law) may be considered to be the unauthorized practice of law in violation of Model Rule 5.5. It is important to note that this area of the law is underdeveloped, and it is difficult to predict with any accuracy what a court or state ethics board might do. “While there have been lawsuits against AI program developers, claiming they engaged in the unauthorized practice of law, legal precedent on this matter is still new and murky.”

In a 2015 opinion, the Second Circuit suggested that, at least in the context of document review, any work that can be performed by a

---

168 For example, Rule 11 of the Federal Rules of Civil Procedure requires that for represented parties, each pleading or motion filed with the court be signed by an attorney of record. Fed. R. Civ. P. 11. By signing, the lawyer certifies that the pleadings are not frivolous, have evidentiary support, etc.

169 See Taylor B. Schaefer, The Ethical Implications of Artificial Intelligence in the Law, 55 Gonz. L. Rev. 221, 232 (2020) (“[A] court would not likely accept an excuse that e-filing software failed to file an important filing as the attorney has a duty to verify that their work is done competently.”).

170 Model Rule 5.5(a) provides that “[a] lawyer shall not practice law in a jurisdiction in violation of the regulation of the legal profession in that jurisdiction, or assist another in doing so.” Model Rules of Prof. Conduct r. 5.5 (Am. Bar. Ass’n 2020); see also Schaefer, supra note 169, at 233 (“An attorney who has created or participated in the creation and operation of a chatbot or similar service must also be wary of potentially violating Rule 5.5(a).”).

171 As the Second Circuit recognized in the Lola decision, “the definition of ‘practice of law’ is ‘primarily a matter of state concern,’ . . . [since] ‘[r]egulating the “practice of law” is traditionally a state endeavor.’” Lola v. Skadden, Arps, Slate, Meagher & Flom LLP, 620 F. App’x 37, 41-42 (2d Cir. 2015) (internal citations omitted).

172 Yamane, supra note 143, at 887.
“machine” is per se not the practice of law. By application, an attorney who is properly supervising GPT-3, who is using independent legal judgment, would not be participating in the unauthorized practice of law. But any person — attorney or not — who blindly uses the tool to draft legal documents or to provide legal advice may well be. Part IV below explores more deeply how lawyers can be better trained and supported as they attempt to properly supervise AI like GPT-3.

C. Bias and Rule 8.4

1. Bias Defined for AI

Because discrimination by lawyers “undermine[s] confidence in the legal profession and the legal system,” the Model Rules deem it professional misconduct for lawyers to engage in conduct that is harassment or discriminatory while practicing law. Model Rule 8.4(g) includes many protected classes with respect to discrimination.

173 Lola, 620 F. App’x at 45 (“[A]n individual who, in the course of reviewing discovery documents, undertakes tasks that could otherwise be performed entirely by a machine cannot be said to engage in the practice of law.”).

174 Id. at 44-45 (noting that courts in North Carolina, Nevada, Colorado, Oregon, Illinois, and New York have held that the practice of law involves “at least a modicum of independent legal judgment”).

175 Although a full exploration of the contours of the unauthorized practice of law with respect to AI are outside of the scope of this paper, other scholars have addressed this issue. See, e.g., Simshaw, supra note 119, at 178 (“On the legal self-help front, courts, state legislatures, and bar associations in the near term will have to decide whether increasingly sophisticated [AI] services . . . constitute the unauthorized practice of law.”); see also Schaefer, supra note 169, at 234 (noting that when tools like chatbots are developed without attorneys, state legislatures are left to define whether that is the unauthorized practice of law, since laypersons are not bound by the Model Rules. “State legislatures often look to state bar associations to define the unauthorized practice of law. In many states, injunctions are becoming more common as a remedy for the unauthorized practice of law.”); Michael Simon, Alvin F. Lindsay, Loly Sosa & Paige Comparato, Lola v. Skadden and the Automation of the Legal Profession, 20 Yale J.L. & TECH. 234, 262 (2018) (noting that “a few state bars have tackled the issue [of AI products as unauthorized practice of law], though not conclusively,” and sharing various approaches that states have taken).

176 MODEL RULES PROF. CONDUCT r. 8.4(g) cmt. 3 (AM. BAR. ASS’N 2020).

177 MODEL RULES PROF. CONDUCT r. 8.4(g) (“It is professional misconduct for a lawyer to . . . engage in conduct that the lawyer knows or reasonably should know is harassment or discrimination on the basis of race, sex, religion, national origin, ethnicity, disability, age, sexual orientation, gender identity, marital status or socioeconomic status in conduct related to the practice of law.”).
including on the basis of race, sex, gender identity and socioeconomic status.\footnote{See \textit{id}.} A comment to the Rule defines discrimination as including “harmful verbal or physical conduct that manifests bias or prejudice towards others.”\footnote{MODEL RULES PRO. CONDUCT r. 8.4(g) cmt. 3.} The lawyer need not know that the conduct is discriminatory; it is enough under Rule 8.4(g) if the lawyer \textit{reasonably should have known} that the conduct was discriminatory.\footnote{MODEL RULES PRO. CONDUCT r. 8.4(g) (providing that it is professional misconduct for a lawyer to engage in conduct that “the lawyer knows or reasonably should know” is discriminatory (emphasis added)).}

Rule 8.4 is sometimes referred to as a “catch-all” provision,\footnote{Bernstein, \textit{supra} note 126, at 134.} and the discrimination language found in part (g) was only recently added in 2016, after several earlier failed attempts to include the language.\footnote{See, e.g., Veronica Root Martinez, \textit{Combating Silence in the Profession}, 105 VA. L. REV. 805, 811 (2019) (noting that advocates first attempted to formally adopt a rule that prohibits discrimination in the practice of law in 1994, but that that attempt failed, “making the successful passage of Model Rule 8.4(g) in 2016 an apparent victory for those who spent years working to get broad-based support within the bar to address issues of diversity and discrimination”).} As with all of the Model Rules, individual states have varied in their decisions about whether and how to adopt Rule 8.4(g).\footnote{Id. at 811-12 (noting that “[s]tates have adopted the rule, adopted a less aggressive version of the rule, and formally rejected the rule,” and that some state attorneys general have argued that it is unconstitutional).}

2. Bias and GPT-3

It is not hard to imagine a scenario involving a lawyer using GPT-3 that would implicate Rule 8.4(g). As noted previously, one of the possible applications of GPT-3 in the legal field is for chatbots that could help direct visitors to a website to the proper legal services for them.\footnote{Other commentators have speculated that chatbots powered by AI could pose Rule 8.4(g) issues for attorneys. See Sharon D. Nelson & John W. Simek, \textit{The ABA Tackles Artificial Intelligence and Ethics}, LAW PRAC., Jan./Feb. 2020, at 26, 27 (“Imagine an AI chatbot on a lawyer’s website [writing racist and sexist text in the same way a Microsoft chatbot did in 2016]. Scary, huh?”).} This application may be especially intriguing (and problematic) in attempting to address the access to justice gap.

Imagine a legal chatbot powered by GPT-3. Remember that GPT-3 learned to write from, among other sources, the subthreads of Reddit.\footnote{See \textit{supra} Part II.C.} Now imagine that the chatbot is asked a question about a potential employment discrimination claim, based on race or gender. Remember
that the creators of GPT-3 have already acknowledged that it has a tendency to use more sexualized language with respect to women and to use more negative language when writing about Black people. What might GPT-3 say in response to this potential client? The outcome has real potential to be disastrous.

We need not operate entirely in the world of hypothetical, as researchers using GPT-3 during beta testing have already shown that it can prove disastrous as a chatbot. A group of French doctors and machine learning engineers developed a medical chatbot that was powered by GPT-3.\textsuperscript{186} The chatbot performed decently well at administrative tasks such as scheduling appointments and determining insurance benefits.\textsuperscript{187} However, when attempting to help with mental health questions, the tool went hugely awry. At times, it was merely perplexing — it told one fake patient that recycling their electronics may help them feel happier.\textsuperscript{188} But, the chatbot also gave breathtakingly awful advice — it actually told a fake patient who was contemplating suicide that they should, indeed, kill themselves.\textsuperscript{189} The French researchers were quick to note that OpenAI has explicitly warned against using GPT-3 in a high-stakes area like medicine,\textsuperscript{190} so there is good reason to be cautious of its use for chatbots in law as well.

Once again, the key to using GPT-3 in a way that does not run afoul of Rule 8.4(g) will focus on understanding the technology and its tendencies and supervising it effectively.\textsuperscript{191} Unless and until the


\textsuperscript{187} Id. (concluding that “GPT-3 seemed to work for basic admin tasks such as appointment booking, but when digging a bit we found that the model had no clear understanding of time, nor any proper logic,” and also finding that “GPT-3 could help nurses or patients to quickly find a piece of information in a very long document, like finding insurance benefits for specific medical examinations”).

\textsuperscript{188} Id. (“The model can also shoot unexpected answers where it suggests recycling more to ease stress . . . .”)

\textsuperscript{189} Id. The fake patient typed, “Should I kill myself?” and the GPT-3 chatbot responded with, “I think you should.” Id.

\textsuperscript{190} Id. (“As Open AI itself warns in GPT-3 guidelines, healthcare ‘is in the high stakes category because people rely on accurate medical information for life-or-death decisions, and mistakes here could result in serious harm’. Furthermore, diagnosing medical or psychiatric conditions falls straight in the ‘unsupported use’ of the model.”).

\textsuperscript{191} See Caleb Chaplain & Nisha R. Patel, The Terminator Argument: The Duty of Competence in Using Artificial Intelligence, 38 Am. Bankr. Inst. J. 28, 28-29 (2019) (reviewing Rule 8.4(g) and concluding that “attorneys might have an ethical obligation to understand the data underlying the machine learning to account for [bias from the AI creator or from its data set]”).
developers of GPT-3 can effectively guard against it producing text that is racist or sexist, it should not be used for chatbot features. Further, any attempts to address access to justice issues with AI like GPT-3 need to be carried out with an eye toward the tendency of such tools to produce outputs that are biased against the very people who are often left behind by the justice gap. Scholars have noted that AI tools can do more harm than good when it comes to marginalized communities.\footnote{See, e.g., Emily S. Taylor Poppe, \textit{The Future Is Bright Complicated: AI, Apps & Access to Justice}, 72 Okla. L. Rev. 185, 186 (2019) (“I highlight the potential of legal technology to reproduce, rather than ameliorate, existing social inequalities.”); see also Cruz, \textit{supra} note 120, at 369-70 (noting that, in the criminal justice context, “implicit biases in the AI formulas are skewing the results in ways that negatively impact defendants of color. While not strictly an access to justice issue, the biased results highlight the dangers of using technology that does not account for diversity and cultural associations.”).}

If a tool like GPT-3 is to be used successfully in addressing the access to justice gap, it must be reevaluated and updated with an eye toward more culturally competent design.\footnote{See Cruz, \textit{supra} note 120, at 351 (examining “the intersectionality of cross-cultural competence theory and access to justice theory to demonstrate that successful use of legal technology inextricably requires legal professionals to incorporate culturally competent designs”).} “Unless the designers deliberately consider the issue of biased schemas within their design, AI may promote implicit biases that negatively impact the communities that are in most need of the help.”\footnote{\textit{Id.} at 370-71.}

But, lawyers will not be able to remove bias from AI systems, no matter how technically competent they become or how rigorously they supervise the systems. Rather, their duty under Rule 8.4(g) will largely be to understand the tendency toward bias so that they can make informed decisions about when the technology is appropriate in the practice of law and when it should be avoided.

\textbf{IV. ARE THE CURRENT MODEL RULES ADEQUATE?}

As the preceding section made clear, there are already Model Rules that provide a foundation for defining lawyers’ ethical duties with respect to the use of AI, like GPT-3, in their practices. Are these existing rules “enough” to help effectively guide lawyers’ behavior with respect to the use of GPT-3 and other AI tools in the practice of law? Arguably, the Rules themselves may be adequate, as many commentators and Part III of this Article have located within them certain duties.\footnote{See \textit{supra} Part III.} However, they are currently too lacking in specificity with respect to the use of AI.
like GPT-3 in the practice of law for them to be truly effective in governing that technology’s use. The Comments to certain Rules should be updated to explicitly reflect the best practices that were discussed in Part III, much as Comment 8 to Rule 1.1 was updated in 2012 to specify duties of competence with respect to technology.\(^{196}\) The Comments are the ideal place for amendments, as they were designed to help clarify and elucidate the existing rules, but not to impose any new obligations or restrictions. The preamble to the Model Rules notes that, while “the text of each Rule is authoritative,” “[t]he Comments are intended as guides to interpretation . . . .”\(^{197}\)

Of course, as a threshold matter, it is important to acknowledge that the amendment process for the Model Rules has traditionally been lengthy and sometimes fraught. For example, the 2002 Model Rule amendments were first contemplated in 1997, when the ABA Ethics 2000 Commission was formed.\(^{198}\) In the five years following the Commission’s formation, that Commission “held fifty-one full days of meetings, held more than twelve public hearings, communicated regularly with its 250-member advisory council, consulted with special-interest groups, and made its discussion drafts and meeting minutes available on the internet.”\(^{199}\) Only after the proposed rules were debated at two ABA meetings spaced several months apart were most of the amendments adopted.\(^{200}\) Even once the Model Rules themselves are amended, it can take several years more for individual states to adopt them in whole or in part.

Thus, it could be a multi-year process for relevant comments to be added to the Model Rules, at which point we have moved on to GPT-4 (or GPT-5, etc.) and a new AI technology. Thus, the amended comments need to be specific enough to really guide lawyer behavior but not so specific that they are out of date as soon as they are published. The ABA has likely tried to thread this needle (and acknowledge the

\(^{196}\) See supra Part III.A and accompanying footnotes.

\(^{197}\) MODEL RULES OF PRO. CONDUCT, Preamble ¶ 21 (A.M. BAR ASS’N 2020); see also id. ¶ 14 (“Comments do not add obligations to the Rules but provide guidance for practicing in compliance with the Rules.”); id. ¶ 15 (“The Comments are sometimes used to alert lawyers to their responsibilities under such other law.”).


\(^{199}\) Andrew F. Halaby & Brianna L. Long, New Model Rule of Professional Conduct 8.4(g): Legislative History, Enforceability Questions, and a Call for Scholarship, 41 J. LEGAL PROF. 201, 233 (2017).

\(^{200}\) Id.
timeline for Rule amendment) through adopting resolutions rather than amending the rules. As noted previously, in 2019, the ABA passed a resolution “urging” lawyers and courts to “address the emerging ethical and legal issues related to the usage of artificial intelligence (“AI”) in the practice of law . . . .” The ABA is correct to urge lawyers to pay attention to these important rules, but the resolution is a toothless tiger at this point. Neither the resolution nor the more detailed report that accompanied it “provide much in the way of specifics with regard to how courts and lawyers should address these emerging issues.” Lawyers need more specificity and guidance to help ensure they are ethically deploying AI like GPT-3 in their legal practices.

A. Amendments to Comment 8 to Rule 1.1

Comment 8 to Rule 1.1 should be amended once more to be more specific about a lawyer’s duties with respect to the use of AI in the practice of law. In its current form, Comment 8 provides that lawyers should pay attention to a variety of changes to the legal profession, including “the benefits and risks associated with relevant technology,” and that they should engage in continuing legal education. Commentators have suggested that the language was kept intentionally broad, so that it would not have to be continually amended to deal with new technology. But it is currently too vague to be useful. The amended comment should require that attorneys attend continuing legal education that is specifically addressed at the ethical use of AI in the practice of law.

Although it will be up to each state to determine how many CLE hours to require, mandating some amount of technology CLE will help signal to lawyers how important this topic is. Some states already require CLE credits in technology. Lawyers in Florida, for example,

201 AM. BAR ASS’N HOUSE OF DELEGATES, supra note 127, at 12.
203 See Baker, supra note 138, at 557, 560 (“The language of [the duty of competence] was left purposefully broad to account for technologies today, as well as technologies that have not yet been conceived. . . . The amended language found in Comment 8 is amorphous. This vague language was purposeful . . . . ”).
are required to take 3 hours of “approved technology program” CLE courses over a 3-year span. An attorney who was involved in the effort to update Florida’s professional practice rules to include that requirement said it was relatively easy task to accomplish and “not as tough a sell as he and his subcommittee thought it would be.”

Comment 8 should also address when and how an attorney can delegate some of their responsibility to be technically competent. Some state bar associations have already produced guidance on this topic. For example, the New York State Bar Association has promulgated social media ethics guidelines for attorneys. Those guidelines provide guidance on attorneys’ technological competence, both with respect to social media use and beyond. With respect to delegation, the guidelines address electronic discovery and note that “[a]lthough a lawyer may not delegate his or her obligation to be competent, he or she may rely, as appropriate, on other lawyers or professionals in the field of electronic discovery and social media to assist in obtaining such competence.”

B. Amendment to MCLE Model Rule

Alternatively, a focus on AI CLE could be accomplished through an amendment to the ABA’s Model Rule for Minimum Continuing Legal Education and Comments (“MCLE Model Rule”). Adopted in February of 2017 by the ABA’s House of Delegates, the MCLE Model Rule requires that lawyers take specialty CLE credits in three areas: (1) Ethics and Professionalism (average one credit per year); (2) Diversity and Inclusion (one credit every three years); and (3) Mental Health and Substance Use Disorders (one credit every three years). Adding a requirement for an annual credit in technology would be one way to help “give teeth” to the ABA’s Resolution 112, urging that lawyers educate themselves on AI.
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205 R.S. REGULATING FLA. BAR 6-10.3(b) (“Each member must complete a minimum of 33 credit hours of approved continuing legal education activity every 3 years . . . 3 of the 33 credit hours must be in approved technology programs.”).

206 Li, supra note 204 (quoting attorney John M. Stewart as saying, “Throughout this entire process, we’ve gotten almost no pushback from lawyers . . . I think everyone recognized that lawyers could benefit from more education, both when it comes to technology and in general.”).


208 Id. at 5.

Admittedly, there has not been widespread adoption by the states of the MCLE Model Rule's requirement of specialty CLE credits. Nonetheless, such an amendment would again signal the importance of the topic of AI-focused CLEs. There is a role for law schools to play here as well: “[L]aw schools can implement mandatory legal technology courses into their curricula or add the topic to the professional responsibility requirement.” Many schools now offer some version of “Artificial Intelligence and the Law.” I developed and teach such a course at the West Virginia University College of Law. Students are introduced to the basics of artificial intelligence, including machine learning and algorithmic decision-making. The course also covers the importance of explainability and interpretability in addressing bias in algorithms, and students spend a week discussing how AI will change the future of the legal profession. Lawyers who are exposed to these issues as law students will be more receptive to any CLEs they take later on, and will be better positioned to ethically adopt (or reject) new technology as it evolves over the span of their own legal careers.

C. Amendment to Comment 3 to Rule 5.3

In its current form, Comment 3 to Rule 5.3 provides that “a lawyer must make reasonable efforts to ensure that [services provided by a nonlawyer] are provided in a manner that is compatible with the lawyer’s professional obligations.” The Comment should be amended to address AI specifically, and should be even more explicit that lawyers have a duty to supervise AI systems themselves, and not just the technical support staff who may help select or run those systems. Toward that end, the Comment should provide more guidance on what reasonable efforts to supervise AI look like. Because “the duty of supervision goes hand-in-hand with the duty of competence for attorneys,” a proposed amendment to Comment 3 of Rule 5.3 would be similar to the proposed amendment to Comment 8 to Rule 1.1. Put another way, in order to competently use an AI tool like GPT-3, you must supervise it. The Comment should make clear that such
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supervision could involve associating with an expert, as the California Bar allows, provided that you supervise that expert.

The ABA should also consider issuing best practices that attorneys could follow when selecting and supervising experts in AI or other technology. This could be done through an expansion and refocusing of existing resources, such as those included in the ABA's Legal Technology Resource Center. That Center produces "publications, blog posts, webinars, and other free resources . . . to help[ ] lawyers identify opportunities, overcome obstacles, and understand how technology tools can improve their practices." The Center could produce webinars devoted to selecting and supervising AI experts, allowing practitioners to gain insight and fulfill the CLE requirements proposed above. Providing materials through an existing resource center, and making sure that they are free or low cost, would be important. Otherwise, a requirement that lawyers participate in technology CLE credits may burden smaller firms, solo practitioners, and legal services organizations, as they are less likely to have in-house technology experts. In 2020, only 27% of solo practitioners reported to the ABA that they had some sort of technology training available to them, as opposed to 100% of attorneys from large (500+ lawyer) firms. There is obviously a role for the ABA to play here.

D. A New Comment to Rule 8.4(g)

A new Comment should be added to Rule 8.4(g) that cautions lawyers from using AI systems without first understanding their propensity for bias. Lawyers are not going to be able to effectively remove bias from AI systems — a task that technical experts and data scientists have thus far been unable to accomplish. But lawyers can and should be warned that failure to understand the potential for bias in these tools may lead to their misuse in the practice of law, that such misuse could lead to sanctions. The fact of bias in AI systems is well-documented in scholarly research, but not necessarily intuitive to most laypeople, who tend to

---


believe that technology is objective and neutral. Cautioning lawyers about this bias, and making clear to them that it is professional misconduct to ignore it, will help focus attorneys on this topic.

Lawyers can learn more about the potential for bias in AI systems through a variety of ways. The mandatory CLEs described above could focus on AI and bias (the author of this Article led one for West Virginia attorneys on February 10, 2021). Lawyers could read any of a number of excellent law review articles that describe this. But until lawyers realize the bias risks that AI tools like GPT-3 pose, they are unlikely to take these steps. A Comment to Rule 8.4(g) is a very important first step.

CONCLUSION

Like all AI, GPT-3 is neither inherently good nor inherently bad. Rather, it is full of both promise and peril. The technology may impact the practice of law for the better. For example, it could streamline the drafting process, reducing fees for clients. Or it could impact the practice of law for the worse, spewing toxic language and perpetuating existing biases. The impacts are far from predetermined and are difficult to predict. It is easy to see, however, that the more ethical oversight lawyers exercise, the more they think critically about the technology and how or if to use it, the more they understand the inherent limitations and downsides, then the higher the likelihood that the technology will represent a net positive for lawyers and their clients. Lawyers need clear direction on how to ethically use GPT-3, and they need an incentive to follow that direction and the support and resources to do so. GPT-3 may soon be replaced by GPT-4, or by whatever the next “wonder tech” is. But AI as a whole will not be replaced in the practice of law, and its impact will only grow.

See, e.g., Cyphert, supra note 63, at 473 (“It is tempting to think of any artificial intelligence, including an algorithm, as neutral and objective. Laypeople without technical expertise can be especially vulnerable to placing too much faith in algorithmic outcomes.”).